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ML for Epidemiology: Interpretable ML 

Epidemiology for ML: Surveillance of ML
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2010s: Nonparametric 
population-level R2 and 
variable importance

Variable importance (VI)
Machine learningStatistics/Epidemiology

2000s: Model-specific VI

2017: Shapley Model-specific VI

1950s: R2 and ANOVA for 
parametric models
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Population-level VI is a property of 
𝔼[Y |X = x] = μ(x)

What is the “right” Variable Importance measure?

Model-specific VI is a property of 
̂f(x)
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Machine learningStatistics/Epidemiology

•Model-specific VI does not need to 
be estimated because we have 
access to the entire model.


•Model-specific VI measures vary 
across different models.


• In general, calculating the Shapley 
model-specific VI is computationally 
infeasible. Instead, one may rely on 
approximations.

•The population-level VI is an estimand and 
must be estimated its value, i.e. using ML. 
Moreover, we should quantify the uncertainty 
of our estimates using confidence intervals.


•Population-level VI is model-agnostic, so its 
estimates using different ML algorithms 
should be similar.


•Although the true Shapley population-level VI 
is computationally intractable, we can 
efficiently calculate estimates for Shapley 
population-level VI.



Shapley Population-level VI measures (SPVIM)
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ψj = ∑
s∈{1,⋯,p}∖{j}

1
p (p − 1

|s | )
−1

{𝔼 [(Y − μs(X))2] − 𝔼 [(Y − μs∪{j}(X))2]}

Q: How important is variable  at explaining the variability of the outcome 
 in the population?

Xj

Y

Estimand:

μ1,2,3 μ1,2 μ2,3 μ1,3 μ1 μ2 μ3 μ∅

Change in mean squared error when 
information on  is availableXj

Estimation procedure: For randomly sampled subsets , use ML to estimate . 
Employ sample-splitting to estimate the population-level VI and prevent over-fitting.

s μs

Williamson and Feng 2020



From model-specific VI to population-level VI
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Shapley Model-specific VI Shapley population-level VI



ML for Epidemiology: Interpretable ML 

Epidemiology for ML: Surveillance of ML
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Feng et al 2022
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Tools for monitoring machine learning models
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🤒YtXt

Atf(Xt)

1. Alert! Patient is at high risk of 
developing an adverse event


2. Administer prophylactic treatment


3. Patient doesn’t develop the adverse 
event

TreatmentPrediction

OutcomeVariables

Was the model wrong or did the 
treatment make a difference?

Dyagilev and Saria 2016

The problem of Confounding Medical Interventions

(and why causality matters)
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Xt

Atf(Xt)

🤒YtXt−1

At−1f(Xt−1)

🤒Yt−1

• Moreover, we need to think about if/how treatment 
propensities vary over time as clinicians interact with 
the ML-based clinical decision support system.
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The problem of Confounding Medical Interventions

(and why causality matters)
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Bringing in ideas from causal inference

Xt−1

At−1f(Xt−1)

🤒Yt−1 Xt

Atf(Xt)

🤒Yt

• Key questions to answer: 
• What is the target of inference? 
• What types of bias arise in this situation? 
• What are the confounders in this problem? What is the adjustment set? 

• For instance, we may assume conditional exchangeability, i.e. no 
unmeasured confounding: 

A clinician’s propensity to treat patient  only depends on their prediction 
  and the clinician’s past experiences interacting with the ML algorithm.

Xt
f(Xt)



Case study: Post-operative Nausea and Vomiting (PONV)

• Data: UCSF Multicenter Perioperative Outcomes Group (MPOG)


• ML algorithm: Random Forest using sex, smoking status, American 
Society of Anesthesiologists (ASA) classification, …

Frequentist Bayesian

Score-based CUSUM Bayesian changepoint monitoring
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ML for Epidemiology: 

Epidemiology for ML:
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Embedding causal reasoning into ML algorithms

Transportable ML algorithms

Using ML to unlock new data modalities, e.g. 
images, videos, audio, free text

Heterogeneous treatment effects

Nonparametric treatment effect estimation

Interpretable ML

Surveillance of ML

Other opportunities at the intersection



Thanks!

Support from the UCSF-Stanford CERSI program

(Disclaimer: The contents are those of the author(s) and do not necessarily represent the official views of, nor 
an endorsement, by FDA/HHS, or the U.S. Government.)

Romain Pirracchio

Alexej Gossmann Berkman Sahiner Nicholas Petrick Gene Pennello

Brian WilliamsonNoah Simon
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